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This doct mlm will-be handed to the EC via the EESSI-SG through |CTSB as a substantial contribution to be
discussecﬂf A9C (Article 9 Committee) level. The final decision on how to respect and how to handle
this contribution and its future handling process will be the responsibility of the EC and A9C.

The document defines alist of approved cryptographic algorithms together with the requirements on their
parameters, as well as the approved combinations of algorithmsin the form of “signature suites’. The approved
algorithms'and parameters shall be referenced in the corresponding Protection Profiles (e.g. for SSCDs or trusted
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mentioned in the text.
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Foreword

This clause is aways the first unnumbered clause.

Normally it is drafted by the CEN/ISSS secretariat, but in some cases, the foreword can also be the subject of some
discussion. In any case can the Foreword contain specific elements to the Workshop.

reword will refer to the other partsin case of amulti-part CWA.
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1 Scope

(EESSI- ork area F: Security Requirements for Secure Signature Creation Devices), to be referenced in the
Certificate Poli ments (EESSI-work area A: ETSI TS 101 465: Policy requirements for certification
authoritiesissuing qualified certificates), during the signature creation and validation process and environment
(EESSI-work area G1/2), in trusted CSP components (Certification Service Provider) (EESSI-work-area D: Security
Requirements for Trustworthy Systems managing Certificates for Electronic Signatures) and other technical
components related areas.

s alist of approved cryptographic algorithms combined with the requirements on their
parameters, aswell asthe approved combinations of agorithmsin the form of “ signature suites’. The approved
algorithms and parameters shall be referenced in the corresponding Protection Profiles (e.g. for SSCDs or trusted
CSP components). To support the management activities, a numbering scheme for cryptographic agorithms and
their parameters |sde1}|ned

Specifi céﬁi‘);,nthe po ument gives guidance on
: lagement, practices for cryptographic algorithms (see 4.1),
signaitUresui\Je; (see 4.2),
cryptographic hash functions (4.3),
padding methods (see 4.4),
signature algorithms and the corresponding key generation algorithms (see 4.5), and
fan m-nu generation (see 4.6).

The docr‘ment aso gi}/es guidance on the management practices that shall be applied to cope with developments
such as the examples given in the Annex A. It describes a process for updating the approved algorithms lists and

parameters. Annex B contains Ol Ds assigned to the approved a gorithms, Annex C gives more information on the
generatlon of RSA keysfor signatures and Annex D addresses the generation of random data.

Patent rel /ated -tssues are out of the scope of this document.

—
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3 Definitions and Abbreviations

3.1 Defi itions

Signature suite — A signature suite is a combination of a signature algorithm with its parameters, a key generation
algorlthm a paddmg method, and a cryptographic hash function. The currently approved signature suites are

3.2 Abbreviations

A9C  Article9 Committee
DSA  Digital Signature Algorithm
ECDSA Elliptic Curve Digital Signature Algorithm
MA magqn t Activity
OoID ject Id
RSA  Rivedt, Sham(r and Adleman
SCD  Signature Cregation Data
SSCD  Secure Signature-Creation Device
SvD S}gﬂat\ur/eyérfication Data
[ \

[ ™ - ~
.
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4 Algorithms and Parameters for Secure Electronic Signatures

4.1 Management activities

As aresponse to relevant developments in the area of cryptography and technology, activities for the management of
the algorith ameters for secure electronic signatures shall enable dynamic updating of the lists of approved
algorithms and parameters. Theinitia lists of approved algorithms and their parameters are given in this document.

The management activities to introduce new agorithms and their parameters and to delete algorithms and their

paramet omthe list need to respond to the following situations:

1. troduce new algorithms and relevant parameters will call for amechanism that is rather
dyne Normal update cycles of this document are not deemed to be fast enough to reflect the market
need.

2. Advances incryptography will call for a phasing out of some algorithms or parameters. Such phasing out
wil-be known well in advance.

3. ﬂthecase new attacks the immediate need to remove an algorithm can arise.

Through A9C, meéﬁéinisms shall be put in place that can react within 6 months for cases 1 and 2 and at most 1
month for case 3.

N . . . N
Further npfor,mat( on OJL updating algorithms and parametersis contained in Annex A.
M\ ~

u ‘/,//
4.2  Signatur ites for secure electronic signatures

Due to possible interactions which may influence security of electronic signatures, algorithms and parameters for

secure electronic signatures shall be used only in predefined combinations referred to as the signature suites. A
signature g,nte cor15§ts of the following components:
a signature algorithm with parameters,

E ijion agorithm,

of asuite has been updated, the suite must be updated as well.

padding method, and
a cryptographic hash function.
If any of the components of a suite has been cancelled, the suite must be cancelled as well. If any of the components

Thelist of currently approved signature suitesis givenin Table 1.

Each entry in the list of signature suites shall contain two expiry dates. The first isthe last day the suite can be used
for producing signatures. The second is the last day that the suite should be used to verify such signatures, which
will typically be one year later, to give some flexibility. A different expiry date for signature verification may be
enforced by the signature policy. These dates require revision by the first date for the mentioned suite.

For al components only short names are used. Each component is defined in a separate table in the following sub-

clauses. Object Identifiers (OIDs) are specified in Annex B.

Table 1 — The list of approved signhature suites

Signature Signature Signature algorithm Key generation Padding method Cryptographic Expiry date Expiry date
suite entry algorithm parameters algorithm hash function (signing) (verification)
index

001 rsa MinModL en=1020 rsagenl emsa-pkcs-vl 5 shal 31.12.2005 31.12.2006
002 rsa MinModL en=1020 rsagenl emsa-pss’ shal 31.12.2005 31.12.2006
003 rsa MinModL en=1020 rsagenl emsa-pkcs-vl 5 ripemd160 31.12.2005 31.12.2006
004 rsa MinModL en=1020 rsagenl emsa-pss’ ripemd160 31.12.2005 31.12.2006
005 dsa pMinLen=1024 dsagenl - shal 31.12.2005 31.12.2006

gMinLen=160
006 ecdsa-Fp gMinLen=160 ecgenl - shal 31.12.2005 31.12.2006

roMin=10"
MinClass=200
! When finalized.
8
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007 ecdsa-F2m gMinLen=160 ecgenl - shal 31.12.2005 31.12.2006
roMin=10*
MinClass=200

output used to compute the hashsum of a document to be signed. A hash function must be collision-resistant which
means that it is computationally infeasible to find two different documents yielding the same hashsum (which
impliesthat it isaso infeasible to find a different document yiel ding the same hashsum as a given document).

If dueto ! ances in cryptography or computing technology any of these conditions is no longer met, the hash
function is considered insecure and must be removed from the list of approved hash functions (see section 4.1,
Management activities).

Thelist of currently approved hash functions is given in Table 2. Each hash function has a unique entry index
represented by astring beginning with “2.” followed by a two-digit entry number. The relevant OIDs are given in
Annex B[ - {

- ‘ Table 2 — The list of approved cryptographic hash functions

Hash function | Short hash function | Adoption date Normative
entry index entry name references
2.01 shal 01.01.2001 [3,4]
R // d 2.02 ripemd160 01.01.2001 [3,5]
[ \

| M\ ///
Ll
44 P i hods

Some signature agorithms require a hashsum to be padded to up to a certain block length used with a specific
algorithm setting (e.9. RSA modulus length). This document does not specify mandatory padding methods, but
requires a padding method, if required by an algorithm (asindicated in 4.5), to meet certain requirements defined in
the given/hormative references.

L
Thelist %f currently ginproved padding methods is given in Table 3. Each padding method has a unique entry index
represented by a string beginning with “3.” followed by atwo-digit entry number.

Table 3 — The list of approved padding methods

Padding Short padding function entry Random number Random Adoption Normative
method entry name generation method generator date references
index parameters
3.01 emsa-pkcs-vl 5 - - 01.01.2001 [6], Section9.2.1
3.02 emsa-pss TBD TBD TBD [22], Section 9.2.2

It isintended that further padding schemes will be added as and when they have been fully evaluated. These include
several methods based on 1 SO/IEC 9796-2.

4.5 Signature algorithms

45.1 General comments

A signature algorithm is applied to the hashsum of the document to be signed to generate a signature with the SCD.
The algorithm to be applied for verification with the SVD must be given. Before a signature algorithm is applicable
a complete set of approved parameters must be defined. It must be practically impossible to compute the SCD from
the SVD.

The list of currently approved signature algorithmsis given in Table 4. Each signature algorithm has a unique entry
index represented by a string beginning with “1.” followed by a two-digit entry number.

Note that the minimum modulus length for RSA is given as 1020 hits rather than the more natural 1024. Thisisto
alow for implementations that cannot use the topmost bit(s).

EESSI
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Signatur J Short signature Signature algorithm Padding methods Key Adoption Normative
algorith agorithm entry name parameters generation date references
entry index algorithms
1.01 rsa MinModL en=1020 emsa-pss rsagenl TBD [17,7]
1.02 dsa pMinLen=1024 - dsagenl 01.01.2001 [11]
f gMinLen=160
1.03 ] ecdsa-Fp gMinLen=160 - ecgenl 01.01.2001 [11,13]
rOMin=10*
MinClass=200
1.04 ecdsa-F2m gMinLen=160 - ecgenl 01.01.2001 [11,13]
roMin=10*
MinClass=200
Thefoll mg s&s describe the parameters and key generation algorithms for the signature algorithms listed
in Table mmanses the approved key generation algorithms for all signature algorithms considered in
this document

Table 5 — The list of approved key generation algorithms

Key generator |  Short key Signature algorithm Random number Random generator Adoption Normative
entryindex_ -generator entry generation method parameters date references
[ v | name
4.01 | rsagenl rsa trueran EntropyBits? 128 | 01.01.2001
4.02— sagen1 dsa trueran or pseuran | EntropyBits? 128 or | 01.01.2001 [11]
(FIPS 186-2 method) SeedLen® 128
4.03 ecgenl ecdsa-Fp or trueran or pseuran EntropyBits* 128 or | 01.01.2001
ecdsaF2m SeedL en® 128
TN
/ S
452 SA |
4.52.1 | Parameters
TheR rithm’ urity is based on the difficulty of factoring large integers. To generate SCD and SVD, two

prime numbers, p and g, are generated randomly and independently, satisfying the following properties:
the bit length of the modulus n = pg must be at least MinModL en; its length is also referred to as ModLen;
p and g should have roughly the same length; e.g. set arange such as 0.5 < | log,p —10g.q | < 30;

there should be sufficiently many primes to choose from and they should be reasonably uniformly
distributed.

The SCD consists of the private exponent d and the modulus n.
The SVD consists of the public exponent e and the modulus n.

45.2.2 Key generation algorithm rsagenl
Generate p and g as indicated above by applying a random number generation method satisfying the requirements
trueran (see 4.6). The modulus must effectively be influenced by EntropyBits bits of entropy. Random numbers shall
be tested for primality until one of them is found to be prime with a probability of error (i.e. of actually being
composite) of at most 2. For some empirical results on the reliability of simple primality tests, see, for example,
[8]. For more detailed information on the bounds of the Miller-Rabin test see [DLP].

Select the public exponent e as an integer between 3 and n-1 so that ged(e, lem(p-1, g-1))=1 holds. Compute the

private exponent d such that ed © 1 (mod Icm(p-1, g-1)). Note that any solution d to the equation ed © 1 (mod (p-
1)(g-1)) will automatically satisfy this.

453 DSA

45.3.1 Parameters
The DSA agorithm’s security is based on the difficulty of computing the discrete logarithm in the multiplicative

group of aprimefield F,. The DSA computations shall be performed as described in [11]. The public parameters p,
g and g may be common to a group of users. The prime modulus p shall be at least pMinLen bitslong. g, whichisa
prime divisor of (p-1), shall be at least gMinLen bits long. g shall be computed asindicated in [11].

10
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The SCD consists of
arandomly or pseudorandomly generated integer X, 0 < x < g, which is signatory-specific, and
arandomly or pseudorandomly generated integer k, 0 < k < g, which must be regenerated for each

K is significantly different from uniform within the interval then there may be weaknesses.
The SVD consists of an integer y computed asy = g* mod p.

When col
be convert

uting a signature of a message M, no padding of the hashsum is necessary. However, the hashsum must
integer by applying the method described in Appendix 2.2 of [11].

4.5.3.2 | Key generation algorithm dsagenl
p and q shall be generated as described in Appendix 2.2 of [11].

Generate x by applying a random number generation method setisfying the requirements trueran (see 4.6.2) or using
amethod satisfying pseuran (see 4.6.3) with an appropriate size seed. The resulting bits shall effectively be

influenc ’by ,E[l:o yBits bits of true randomness. Generate k using one of these methods; k does not have to be
generated using: agtly the same method as x. The pseudo-random number methods of FIPS 186-2 [11] are suitable
for pseuran. ‘

4.5.4 Elliptic curve analogue of DSA based on a group E(F;)
4.5.4.1 Parameters
This signéture élgorimm isreferred to as ecdsa-Fp. The algorithm shall be applied as specified in the normative

references [[L1) 13}@§/en in Table 4. The same algorithm is also specified in references [12, 14, 16] which can be
used for inf ;mqm ~The security of the ecdsa-Fp algorithm is based on the difficulty of computing the elliptic

curvedi m.

The public parameters are as follows:

p largeprime,
q large prime at least gqMinLen bitslong, p* g,

qllipticg:? urve over afinite field F, whose order is divisible by g, and
fixed point on E of order g.

The class number of the maximal order of the endomorphism ring of E shall be at least MinClass. The value
ro:=min(r: qdivides p'-1) shall be greater than rOMin.

In FIPS 186-2 [11] five curves over a prime field are defined. All these curves fulfil the above requirements.

The SCD consists of
a dtatistically unique and unpredictable integer X, 0 < x < g, which is signatory-specific, and
astatistically unigque and unpredictable integer k, 0 < k < g, which must be regenerated for each signature.

The SVD consists of Q, apoint of E which is computed as Q=xP.

4.5.4.2 Key generation algorithm ecgenl for ecdsa-Fp

The prime number p. which determines the field size, shall be generated as specified in [13]. The élliptic curve over
Fp shall be selected to have an order divisible by a prime g of length 3 gMinLen 3 160 as specified in [13]. x and k
shall be generated by a random number generator satisfying the requirements trueran or pseuran with the additional
requirement that k practically never repeats. k does not have to be generated using the same method as x.

4.5.5 Elliptic curve analogue of DSA based on a group E(F,m)

4551 Parameters

This signature algorithm is referred to as ecdsa-F2m. The algorithm shall be applied as specified in the normative
references [11, 13] given in Table 4. The same algorithm is also specified in references [12, 14, 16] which can be
used for information. The security of the ecdsa-F2m algorithm is based on the difficulty of computing the eliptic
curve discrete logarithm.

The public parameters are as follows:
m prime number,

11
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g large prime at least gMinLen bits long,
E éliptic curve over afinite field F,» whose order isdivisible by g;

it must not be possible to define E over F,, and

In FIPS 186-2 [11] five pseudorandomly generated curves over F,» are defined. All these curves satisfy the above
requirem te that the Koblitz curves given in [11] are defined over F, and hence do not fulfil the fourth
requirement.

The SCD consists o
a dtatistically unique and unpredictable integer x, 0 < x < g, which is signatory-specific, and
astatisticiaJ/I/y unique and unpredictable integer k, 0 < k < g, which must be regenerated for each signature.

The SV ﬂwna Stf o{ J) apoint of E which is computed as Q=xP.
4552 \K‘eyggnéqation algorithm ecgen1 for ecdsa-F2m
The prime number m,-which determines the field size, shall be fixed as specified in [13]. The dliptic curve over Fm

shall be selected to have an order divisible by aprime g of length 3 gMinLen 3 160 as specified in [13]. x and k shall
be generated by arandom number generator satisfying the requirements trueran or pseuran with the additional
requi reméwt that/k practically never repeats. k does not have to be generated using the same method as x.

-

M\ -
45.6 Lﬁﬁe@ arithm based signatures giving message recovery

Discrete logarithm based signatures giving message recovery are implemented over the same algebraic structures as
dsa and ecdsa algorithms and they make use of the same procedures for generating parameters and keys. Discrete
logarithm "gqatures giving message recovery can be used to produce very compact signatures in case only
short ma‘;%g/eﬁarg\to\\be signed. Such algorithms are specified in [12], [15] and [18].

Lu.datmaui
46 R ber generation

4.6.1 General comments

Random number generation is relevant to generating the SCD or to generating random parameters in some
cryptographic algorithms (e.g. DSA). In some cases it may also be relevant to hash function padding. Therefore the
possible choices of random number generation requirements are always given in connection with padding methods
(Table 3) and key generation algorithms (Table 5).

Table 6 — The list of approved random number generation methods

Random Short random | Random generator Adoption Normative
generator entry | generator entry parameters date references
index name
5.01 trueran EntropyBits 01.01.2001
5.02 pseuran SeedLen 01.01.2001
5.03 fips186-2-31 SeedLen 01.01.2001 [11]
5.04 fips186-2-32 SeedLen 01.01.2001 [11]

4.6.2 Random generator requirements trueran

A physical random generator based on a physical noise source (primary noise) and a cryptographic or mathematical
post-treatment of the primary noise. The primary noise must be subjected to an adapted statistical test on aregular
basis (seg, eg. [9], Section 4.11.1, Statistical random number generator tests). See Annex D for more detailed
information on generating random numbers. The expected effort of guessing a cryptographic key shall be at least
equivaent to guessing arandom value which is EntropyBits long.

4.6.3 Random generator requirements pseuran
A pseudo-random generator must be initialised by a genuine random number, called seed, of length SeedLen. The
output of the generator must satisfy the following requirements:

no information is ascertainable a priori as to the output bits which are generated;

12
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the knowledge of a partial output sequence permits no inferences with regard to the remaining bits with
probability higher than 0.5;
there is no usable method of recovering the seed from a subset of the output of the generator.

A pseudo-random generator satisfying these requirements is described in, for example, [10].

dom number generator fips186-2-31
This random number generator is specified in Appendix 3.1 of [11].

number generator fips186-2-32
ber generator is specified in Appendix 3.2 of [11].

]
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Annex A (normative): Updating algorithms and parameters

A.1l Intrg
Cryptogr ms in general do not offer unlimited perfect security in the information-theoretical sense.
Their security depends on

- thedifficulty of solving a hard mathematical problem that they are based on, and
computational infeasibility of solving the problem using the current technology.

This effectively means that a previously secure cryptographic algorithm cannot be considered secure any longer if,

hematical method has been found so that the previously hard problem the algorithm was based onis
0 longer hard, or

anew type of attack, which explores an algorithm implementation vulnerability, is developed, or

the advances in technology make it possible to solve the problem within a significantly shorter period of

time.
In any of tﬁb/ée, a specific implementation of a cryptographic algorithm cannot be considered secure any
longer. It{js therefore of crucial importance to establish suitable management practices to cope with such

developmentsto p‘r‘e\/‘?nt from use of insecure algorithms.

This Annex defines the management practices to enable fast and technologically appropriate reactions to new
developmentsin conjpfuti ng technology and new findings in the area of cryptography.

/ / 7\‘1//
A2 Man“a@entp/rocess
Asa rmt developmentsin the area of cryptography and technology, it is recommended that the lists
of appro ithms and parameter values be dynamically updated. Theinitial lists of approved agorithms and

their parameter values are given in this document. This annex identifies several cases where an update of thelistsis
required:

Adoptinga new al gbr ithm. Asaresult of monitoring the relevant devel opments in cryptography and computing
technology, a notified body of a member state may require adoption of a new agorithm. An algorithm can be
adopted iE aﬁwénﬂ complete set of parameters for this algorithm has been adopted. Definitions of the complete
setsof p a specific algorithm are given in this document.
Cancelling an algorithm. As aresult of monitoring the relevant developments in cryptography and computing
technology, a notified body of a member state may require cancellation of a currently approved agorithm. The
requirement should contain a clear reasoning about the insufficient security of the algorithm to be cancelled and
about the implications for existing products using this algorithm.

Updating parameter valuesfor an approved algorithm. Asaresult of monitoring the relevant developmentsin
cryptography and computing technology, a notified body of a member state may require an update to the parameter
values of an approved algorithm. The requirement should contain clear reasoning about the insufficient security of
the parameter values to be updated and about the implications for existing products using these parameter values.

If any of the components of a signatur e suite has been cancelled/updated, the suite must be cancelled/updated as
well.

Monitoring the relevant developments in cryptography and computing technology should be a continuous activity
performed by the notified bodies of the member states. The activity should be focused on answering the following
guestions:

Is acurrently approved agorithm till considered secure?

Are the currently approved parameter values for an algorithm still considered secure?

Are there new algorithms that should be considered? |s there a market demand for such algorithms?

The cancellation/update date should be set in such away as to alow some transition period within which the
algorithm/parameter values to be cancelled/updated may be used in the existing products (e.g. signature devices,
digital certificates). It should, however, be indicated that the cancelled/updated items should not be considered for
use in new products (e.g. signature devices under development, certificates to be issued). The transition period
should allow the vendors using the cancelled/updated items time to alter their production process. If the security
implications of a cancellation/update are considered very serious, it should be recommended to withdraw the
products using the cancelled/updated item before their planned expiry date.
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For example, if asignature key length is no longer considered secure under alow or medium attack potential, digital
certificates containing signature keys of this length should be revoked as soon as possible. In addition, atransition
period should be recommended within which the existing signatures generated with keys of insufficient length can
be verified asbeingvalid. After the transition period the corresponding documents should be re-signed with alonger

and their parameter values. It is recommended that the length of the CSP’ s signature keys (for issuing certificates
and CRLs) is always chosen to be significantly longer than the currently recommended key length for the signature
algorithm used.

\
/ \
/ /\ \
/ LA \
/ \
\
\
— \
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Annex B (informative): Algorithm Object Identifiers

The cryptographic algorithm objects listed in the main body of this document are specified using their short name
and the normative reference where the exact specification of the algorithm isto be found.

In most @ the cryptographic objects have been assigned a full Object Identifier (OID) by their owner
organisations to ensure interoperability of different implementations. In [1] the tree of algorithm object identifiersis
depicted, and alist is given of cryptographic algorithms that can be identified using OID.

Table 7 r e short name of the algorithms, as they appear in this document, to their respective object
identifier
Table 7 — Object Identifiers

Short name OID
rsa __—1 | { joint-iso-ccitt(2) ds(5) module(1) algorithm(8) encryptionAlgorithm(1) 1}
rsaEncryption _— \ { is0(1) member-body(2) us(840) rsadsi(113549) pkcs(1) pkes-1(1) 1}

sha-1WithRSA I?pqryftion { is0(1) member-body(2) us(840) rsadsi(113549) pkcs(1) pkes-1(1) 5}

id-dsa { is0(1) member-body(2) us(840) x9-57(10040) x9%cm(4) 1}

id-dsa-with-shal 1| { iso(1) member-body(2) us(840) x9-57 (10040) x9cm(4) 3}
shal | [{iso(2) identifiedOrganization(3) ol W(14) ol WSecSig(3) ol WSecAlgorithm(2) 26 }
ripemd160 { iso(1) identifiedOrganization(3) teletrust(36) algorithm(3) hashAlgorithm(2) 1}

The objet;f /i/aéﬁtixﬁgrs Lare for information only. The user of this document is encouraged to consult the owner

organisat or@r updates or modifications.
See [SECQID] for further details.
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Annex C (informative): Generation of RSA keys for signatures

C.1 Generation of random prime numbers

Cl1

Probabilistic primality test

The generation of large prime numbers for cryptographic applications is usually done using probabilistic primality
tests. These algorithms are very efficient but may declare that a composite number is prime with some (small)
probability. The Miller-Rabin test is the best such algorithm. It is known that the error probability is less than (¥4)*
after Kk iterati of the elementary algorithm. Consequently, the probability for a random number to be wrongly
declared prime after 40 iterations is less than 5. More precise analysis of the Miller-Rabin algorithm enables a
reduction in the number of iterations required; see for example [xxx].

The generation of random prime numbersin the range [a,b] is done using the following algorithm:
- randomly choose an odd integer x in the range [a,b],
try to di\//j,defxby all the prime numbers smaller than a (small) bound B; if x isdivisible, go back to the first step.
Usin ’t’he/l/\/,ljll -Rabhin probabilistic primality algorithm, test if x is probably prime; if thisis not the case, go
back to the first step.

Note that the secﬁhdthep just makes the generation faster since the small prime numbers are the most probable
prime factors. Furthermore, thistest can be done in a single operation by just testing if x is relatively prime with the
precomputed product of al the prime numbers smaller than B.

N
The probébilri—ty for an odd integer randomly chosen in the range [a,b] to be prime is about 2/In(b) so the number of
repetitions of the algorithm will be less than In(b)/2. Furthermore, the entropy of k-bit primes generated with this
method is about k-| n(@).

From a practical point of view, the time needed to generate a prime number can be dightly reduced if, instead of
choosing anew random integer x for each test, we look for the smallest prime number larger than a random integer
X. From a}fhébreti”CaL\poi nt of view, even if it does not enable any known attack, the problem is that the probability
of finding agiven prime number is no longer uniform.

L

C.1.2 i umbers

For some cryptographic applications, it is sometimes advised to use so-called safe prime numbers. A (probable)
prime p is said to be safe if

p-1 has alarge prime factor r,

p+1 has alarge prime factor,

r-1 has alarge prime factor.

Those additional requirements are made to avoid certain factoring algorithms (Pollard p-1 agorithm and its
generalizations). If such verifications can be easily done and if the efficiency of prime number generation is not a
critical issue, they can be added to the prime number generation procedure. However, it has been proved that the
probability for a randomly chosen prime number to fulfill those requirements is overwhelming for the current
parameter sizes. Furthermore, the Pollard method is generalized by the elliptic curve factoring method so it is not
possible to make an exhaustive list of weak forms of prime numbers.

In conclusion, the prime numbers much be randomly chosen and must not have any kind of special form; if thisis
done, additional tests can be added.

C.2 Generation of RSA modulus

An RSA modulus is obtained by multiplying two prime numbers of roughly the same size. Furthermore, the two
factors must not be too close in order to be far enough from the square root of the modulus.

If welet p and q be the two prime factors of the modulus n, we can require that

0.5 < [logz(p)-log(a)| < 30

Thisimplies that
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l0gz(n)/2-15 < logz(p), 10g2(q) < logx(n)/2+15

The generation of an RSA modulus of exactly k bits could be done with the following agorithm:

Choose arandom prime number p in the range [29%%4, 242+19];
Choose arandom prime number g in the range [a,b] where a=max(2*/p, p.2*®) and b=min(2"/p, p.2
Let n be the product of p and g.

)

c3 Gef//h/é(ati?n{of RSA keys
An RSA pljﬁﬁbkej“i‘# made of an RSA modulus n=p.q generated as explained in the previous section and of a public

exponent e. The only requirement for e is to be relatively prime to lcm(p-1,g-1). This public exponent may be
chosen as small as e=3.

/,,7\\ ///
The relame/d RSA/secr;t key d (or signature generation key) is computed using the extended Euclidian algorithm:
| //—\ ///

\: e.d° 1 modlcm(p-1,0-1)

The optimization that consists of first choosing the secret exponent d and then computing the public exponent e can
be used but in this case d must be randomly chosen in the set [3,n]; the use of small decryption exponents must be
avoided s r/we'there\gxist some attacks that can factor the modulus in this case.

r/ ,,7—7,,\\ \‘
Letusa rémem@er that a new modulus n must be used for each user of the signature scheme. A modulus must not
be shared by some users, even if different public exponents are used. Furthermore, notice that if the RSA keys are

generat ' above, the probability of generating two keys with the same modulus or the same secret
exponent is totally negligible, even if many keys are computed.
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Annex D (informative): On the generation of random data

considered according to the application.

Randomness to avoid replay and collisions. Firstly, in some cases we just need to generate numbers that are
distinct. imple, when some challenges are used for authentication, we only require that the same challenge is
not gene ice. A solution is to store aready used data or to use a counter but a much simpler solution is to

random data. Consequently, as one of the applications of the birthday paradox, we know that, if the
challenges are chosenlin alarge enough set, they will all be different with overwhelming probability. In this case, we
see that the statlstlcal properties of “random” data is unimportant; we can tolerate some bias without compromising
the security.

Randomnessto genelate cryptographic data.

Secret keys. Acstronger notion of random data must be used for applications such as the generation of secret keys for
asymmetric_algorithms such as signature. In this case, we need data with strong statistical properties in order to
avoid attacks that-may use known biasin secret key generation to increase their efficiency. A consequenceis that the
probability of generating the same secret key twiceis negligible.

Public parameters, tnjaddition to secret keys, public parameters, such as the prime numbers in DSA [11], are adso
generated usj,,ng\*é non-deterministic procedure. Furthermore, in this case the randomness of those parameters may by
proved tq U@S, just by giving the initial random data and the algorithm used to derive public parameters from the
data. Consequently, people are quite sure that the system wide parameters have not been chosen in a very specific
way, with-someproperties that may lower the security.

Temporary secret data. Random bits are also necessary in many protocols for temporary use. For example, the DSA
signature scheme (@e FIPS 186-2 [11]) uses the secret key of the user who signs the message and also a one-time
secret key that has to\be regenerated for each signature (the signature of two messages with the same temporary key
reveals b[th the kgy ?d the user’s signature secret key!). The security analysis of DSA shows that both secrets have

the same importance $o it does not have any sense to carefully generate users secret keys if temporary keys are not
good en

Stream ciphers. Finaly, in applications such as the generation of secret keys for symmetric algorithms, the random
data must be random in a very strong sense; for example, it should not be possible to derive any knowledge of
generated data from previously generated data, even if the previously generated data is known. This situation may
also occur in the context of signatures, for example if an authority generates secret keys and an attacker tries to gain
information on some of those keys after having obtained some others. Consequently, there must not be any usable
link between different keys.

Truly random bits vs. pseudorandom bits. The generation of random bits appears to be a difficult task.
Consequently, pseudorandom bit generators often have to be used in many applications. They are not generators of
truly random hits since they are deterministic but, starting with a random seed, they are able to generate sequences
of bits that are random looking. In the next section we describe some ways of generating truly random bits. Then we
will focus of pseudorandom bit generation.

D.2 Generation of truly random bits

Let us first understand what we mean by a true random number generator (TRNG); the aim of a TRNG is to
generate individual bits, with uniform probability and without any correlation between those bits. Consequently, the
knowledge of some bits does not give any information (in a strong information theoretic sense) about the other
generated hits.

Notice that for cryptographic applications, public sources of (almost) random bits such as the digits of p cannot be
used even if they are random-looking since they are not secret at all!

In practice, perfect random sources are not available, so the idea is to use a source of bits that may not be perfectly

random and then to hash the bits in order to obtain really random bits. In this process, we assume that a hash
function, such as SHA-1, is able to “extract” therandomness from a biased bit string. Formally, the amount of
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randomness of such a string is measured by its entropy. The notion of entropy has to be used very carefully since it
applies to probability distributions and not to actual bit strings. From a more practical point of view, it is useful to
consider that a random source generates sequences of bits and that only a ratio is random. For example, on

e may find that for eight generated bits we have one bit of randomness; consequently, hashing 1280
o HA-1 will hopefully produce 160 truly random bits.

specialised in the generation of secret keys may, for example, use specific devices based on quantum effects to
generate high quality random bits (see |IEEE P1363 Annex D [12] for alist of such sources).

More generaly, a normal computer can measure the variations in mouse movements or keystrokes. It can also
measure the timi some tasks that are not achieved in constant time such as hard disk access. The randomness of
such sources and an estimation of their entropy may be tested using statistical tests (see section D.3). In addition the
source should be described by a stochastic model. This model should produce similar biases and dependencies to the
source taking into account the physical effect that the source is based on. The use of a stochastic model alows the
notion of entropy. WLIh the help of the model a sufficient loss rate can be approximated.

Idedlly, rg dorn até should come from a few different sources and hashed with a high loss rate (for example hash 1
Kbytesto o btam 160 bits of random bits); see [19] for further details.

Be aware that the fthctlons that generate random numbers that are implemented in programming libraries do not
always output cryptographically secure bits! It is, for example, well known that in the old versions of the C rand
function, the Ieest t_significant bits were not very random at al. Furthermore, remember that good statistical
properties of a séqu ce, for example the digits of p or linear congruantial generators, are not sufficient to make

them u uI@d secure for cryptographical applications.
Random |number éenération is very difficult in simple environments such as smart cards. Random sources are not

directly available since thereis no physical deviceand everything is very deterministic. Usually simple mechanisms
such as pairs of asynchronous clocks are implemented but the quality of such randomness generators has to be
analysed very carefully using mathematical modelling and statistical tests.

/ AN

/ \
Algorithmic counter measures to improve security. Some general algorithmic solutions may be used to increase
the security Hﬁ:rgofod source of randomness is not available. For example, consider the DSA signature scheme; the
signatur [ involves a secret key x related to the public verification key g* mod p and atemporary secret key
k that has to be refreshed for each signature. FIPS 186-2 [11] says that k may be randomly or pseudo-randomly
generated. This means that the values of k do not have to be perfectly independent (note that if the discrete logarithm
problem ishard, kis never revealed).

The secret key x is generated once, usualy outside of the smart card, so we can assume it has good randomness
properties. Consequently, when a bit string is generated from the available source, the following transformations
may be used to increase the security:

encrypt the bit strings with a stream cipher in order to hide possible repetitions while keeping the same number

of available hits,

combine the obtained bits with the secret key x (using a hash function or a block cipher for example),

other data, such as a counter and/or a smart card unique serial number, can be added to increase security.

D.3 Statistical tests

Some statistical tests can be used to verify the quality of a random source. It should be clear that passing those
testsis not a sufficient guarantee of randomness! Consider for example the p digits or the bit string obtained by
the concatenation of SHA-1(0), SHA-1(1),... They are bad cryptographic bit strings but they pass dl the tests we

may imagine.

FIPS 140-1 [9] describes four very simple tests. They can be easily implemented and consequently can be used as a
way to check obvious failures of a TRNG.

Let us consider a string of 20000 bits output for a generator. If al the four following tests are passed, the generator

passes the test (we insist on the fact that this only means that the generator is not out of order but it does not imply
anything on the randomness of generated bits).
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Test 1. the number n of ‘1's should satisfy 9654<n<10346,

Test 2. divide the 20000 bits into 5000 contiguous 4 bit segments. Let f(i) be the number of
occurrences of i interpreted has a segment of 4 bits (O<=i<=15). Compute X=16/5000(f(0)*+f(1)*+...f(15)?)-
5000. The test is passed if 1.03<X<57.4,

st-37a run is a maximal sequence of consecutive bits of either al ‘1's or al ‘0’'s. The number of

gth 1 of 0's or 1's must be between 2267 and 2733 ; for length 2 between 1079 and 1421, for
th 3 between 502 and 748, for length 4 between 223 and 402 for length 5 and for length larger or equal
to 6 between 90 and 223,

Test 4: thereisno run of length 34 or more.

lescribed and analysed more precisely in chapter 5 of [HAC]. They are tuned in such a way that a
truly random bit string fails any of the tests with probability less than 10°.

Some publicly available programs implement much more sophisticated tests such as Maurer’s universal test [Maur]
based on compression techniques. One may for example refer to the NIST test suite [STS].

D.4 Ple/u/ae[?nfom bit generation
D.4.1 General
In applications that_require many random bits or when random sources are not available, random-looking bits are

generated from an initial random seed using a deterministic algorithm. It should be clear that this does not “create”
additional randomness but only derives random looking bits from the randomness initially present in the seed.

The dlfferences 6etwjeen the security levels of PRNGs are determined by the assumptions that are made on the
avallablllty of) generated bits. Weak PRNGs may generate random-looking bits but the knowledge of a sequence of
bits enables the computation of following ones. In strong PRNGs, the knowledge of a sequence of bits does not give
information-on-bits-that are subsequently (and even previously) generated. Furthermore, some PRNGs are provably
secure based on number theoretical assumptions. A formal classification of PRNGs and their suitability for different
cryptographlc appl|cat| onsisdefined in [21]. Here is a short list of the most well known PRNGs.

D.4.2 ANSI X9, 17 generator [20].

This PRNGis designed to pseudorandomly generate keys and initialisation vectors for use of DES. It uses the triple-
DES agorithm with afixed key to mix a 64-bit seed with the current date. Iterated encryption enables to generate as
itsasn

many output bi eeded.

D.4.3 FIPS 186 generator [11].

The digital signature standard proposes two kinds of PRNGs to generate public parameters, secret keys and
temporary secret keys. The first one is based on a hash function such as SHA-1 and the second one uses a block
cipher such as DES.

D.4.4 RSA PRNG and Blum-Blum-Shub PRNG [HAC].

Those PRNGs are based on iterated exponentiation modulo a composite modulus. The advantage is to base the
security on the intractability of number theoretic problem (respectively RSA and the factorisation problem) but the
main drawback is the poor efficiency in comparison with the other PRNGs described above, the security of which is
only heuristic.

A security analysis of PRNGs appeared in the paper of Kelsey et a. at FSE '98 [KSWH]. Let us remind ourselves of
some simple ways they propose to increase the security of existing PRNGs:
the output may be hashed, using SHA-1 for example, to make direct cryptanalysis of the PRNG much more
difficult,
the initial seed may be hashed with a counter and/or the date to avoid replay attacks,
the same seed may not be used to generate too many output bits.

D.5 Conclusion

In conclusion, cryptographically secure generation of random bits usually requires the use of a good pseudorandom
bit generator initially fed with a good truly generated seed. Both of those primitives (the TRNG and the PRNG) have
to be carefully chosen according to the application and the environment in which it isimplemented.
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